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ABSTRACT shown that pooling is reasonably robust, both as a basis for compar-

Relevance judgments are used to compare text retrieval systemsi.ng the contributing systems and, under certain conditions, for eval-

Given a collection of documents and queries, and a set of systems!/aing new systems that were developed after the pool was judged
being compared, a standard approach to forming judgments is to[Sanderson and Zobel, 200.5]' However, ppollng has a significant
manually examine all documents that are highly ranked by any of drawback — the ”““ﬁber of Judgments required. In the case of the
the systems. However, not all of these relevance judgments pro_TREC ad hoc experiments, typically a thousand or more judgments
vide the same benefit to the final result, particularly if the aim is 3'® ur;]glertaken for each query.h tor selecting which

to identify which systems are best, rather than to fully order them. In(; IS p:oaperdwe pLopose_me_t ods ofr s€ ec_tlng whic doc;uments
In this paper we propose new experimental methodologies that (:an,tOJu ge, based on the motivation that for a given amount of exper-
significantly reduce the volume of judgments required in system

imental “buck”, researchers seek to get the best value in terms of
comparisons. Using rank-biased precision, a recently proposed ef_both qualitatively discriminating between competing systems, and
fectiveness measure, we show that judging ard2giddocuments

at the same time computing quantitative performance benchmarks
for each of50 queries in a TREC-scale system evaluation contain-

for the better systems. As was noted by Carterette et al. [2006],
ing over100 runs is sufficient to identify the best systems. jydglng documents uniformly from the top of thg sy§tems’ raf.‘ked
lists accomplishes the second of these two objectives, but is not
. . . necessarily the best way of establishing the first.
Categories and SUbJ ect Descriptors We explore two different ways in which a set of documents can

H.3.4 [Information Storage and Retrieval]: Systems and software — be selected for judgment as part of a retrieval experiment. In the

performance evaluation first family, static selection, a list of candidates for judgment are
chosen prior to inspection of any documents, based on their impor-
General Terms tance in the scoring regime. For example, if a document is ranked

highly by several of the systems, then judging it is likely to be of
considerable benefit in separating those runs from other runs that
do not rank it highly. On the other hand, a document that is lowly
1. INTRODUCTION ranked by a single run is probably not a good candidate for judging.

Text retrieval systems are used to search large collections of doc- e propose scoring functions that identify the documents that have
uments, and make use of similarity heuristics to identify documents the greatest potential to discriminate between runs, and set these
that are likely to beelevantresponses to user queries. Comparison functions in a context that embraces pooling.
of the effectiveness of text retrieval systems requires a collection In the second family, thelynamicselection methods, the out-
of documents; a collection of queries; and human judgments as tocomes of judgments already completed also influence the choice as
which documents are relevant to which queries. This approach to 0 which documents will be judged next. While this has the po-
system evaluation has been used for more than forty years. t_entlal to introduce assessor blas_, our view is that this eff(_act is not

Obtaining the necessary relevance judgments can be expensivelikely to be strong. Also, dynamic methods can be applied on a
and for collections of realistic size it is necessary to be selective query-by-query static basis, so that each query is judged without
about which documents are considered. The standard approach i§eedback, but the evaluation as a whole is adaptive.
pooling and has been used in the TREC ad hoc experiments since Our experiments with TREC data show that the number of judg-

their inception [Buckley and Voorhees, 2005]. Experiments have Ments required can be greatly reduced, allowing the best dfxhe
TRECS8 ad-hoc systems to be identified using only two hundred

judgments per query — fewer than two judgments per query per run,
a significant saving over current practice. These results make use
of therank-biased precisio(RBP) effectiveness measure proposed
by Moffat and Zobel [2005], which is based on a simple model of
user behavior and has attractive properties that make it particularly
amenable to the treatment proposed here.

Measurement, performance, experimentation.
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2. EFFECTIVENESS MEASUREMENT Another key issue with MAP is that it requires that all of the
] ] relevant documents for each query be identified. However, in envi-
Retrieval experiments ronments in which only partial judgments are undertaken (via pool-

Comparison of retrieval systems can be thought of as requiring four ing or any other method), only a subset of the relevant documents
components: documents; queries; judgments; and an effectivenes& identified, meaning that the MAP scores computed (using the

metric [Saracevic, 1995]. The first component is a collection of SiZ€ of that subset in the denominator of the calculation) tend to

documents that are in some way representative of data that mightP€ UPPer bounds on actual underlying performance. This is unsat-
be searched in practice. The second component is a set of querie&Sfactory from the perspective of experimental integrity, where we
that might reasonably be applied to that collection. The common should err on the side of caution, and strive to report lower bounds
thread here is that the most plausible experiments are on real orWhen we seek to claim something as being “better”.
realistic data: search tasks such as to find the documents on com- 1he relationship between MAP and user behavior is also prob-
puter science in a collection of chemical abstracts seeded with al®matic. Is a user actually 100% satisfied if they examine the top-
small number of articles by Knuth and Dijkstra are unlikely to be ranked dOCL_Jment for a query, find that it is relevant, and then look at
persuasive [Tague-Sutcliffe, 1992]. another999 irrelevant documents before they stop? Wouldn't they
The third component is identification of documents for human P€ happier if the documents ranked in positian3, and5 we;e all
relevance assessment. An approach that has become universal is tE#levant, or if they stopped looking after jusi documents? And
use a suite of retrieval systems to run each query and thus identify €@" the number of unexamined relevant documents alter the utility
candidate documents for that query, and then to judge some or althe user derives from the relevant documents that were examined?
of the documents that are so identified. Central to these hypotheticals is the need for a model of user
The fourth component is the process of deciding, given the query utility, or satisfaction With replprocal rank, for example, the. mea-
runs and the relevance judgments, which systems have provided thesure reflects the effort required by a user who seeks a single an-
most “useful” performance. Typical ways of quantifying system SWer- Similarly, the m.etrlc P@(preusmn .at deptlt) |nd|c§itfes
performance involve some combinationgécisionandrecall; re- the amount of unit satisfaction a user derives from examining the

spectively, the fraction of retrieved documents that are relevant, andfirst £ documents in the ranking. On the other hand, there is no

the fraction of relevant documents that are retrieved. plausible search model that corresponds to MAP, because no user
A key observation is that the fourth stage can directly inform the Knows in advance the number of relevant answers present in the

third: if a decision is made to compare systems based on precisionc0llection they are addressing [Moffat and Zobel, 2005].

at depth10, for example, ther_l just0 documents for _each query  Rank-Biased Precision

for each system need to be judged. Our purpose in this paper is ] ) ] )

to describe principled ways in which that same feedback can be For web search, studies using technologies such as eye tracking

provided for measures like RBP. have analyzed typical user behavior; see for example Joachims
] ] et al. [2005]. These studies have shown that, even within a page of
Selecting documents for judgment results, users tend to examine candidate documents in order. That

is, users are more likely to examine the document at ¢édh&n the
document at rank+ 1, and have a likelihood of only 50% or so of
reaching the fourth-ranked document.

Moffat and Zobel [2005] propose a user model that approximates

that system. The runs for each query are combined, with duplicatestNiS Pehavior, in which users examine documents (or answer snip-
removed, to give @ool of deptht for that query. The documentsin ~ PEtS) in turn, proceeding from each to the next with probability (or
each query’s pool are then judged. This approach constructs a seP€rSIStencep, or terminating their search with probability— p.

of relevance judgments that are argued to be reliable and durabl The first document is always examined. The likelihood of inspect-

[Sanderson and Zobel, 2005, Buckley and Voorhees, 2005]. ing theith document in the ranking is thys~*, and with (say)
However, pooling has several disadvantages. One is its vulner-? = 0-8 the likelihood of inspecting the fourth document is about

ability to faulty systems — most TREC participants have suffered 50%. This model then leads to the notiorrafhk-biased precisian

the embarrassment associated with a buggy system that causes the )

assessors to evaluate thousands of junk documents. Another issue RBP= (1—-p)- Z Us; ~p"1 ,

is that, even when systems are performing as they were designed i=1

to, pooling is insensitive, and assumes that all systems should bewhereu,; € [0, 1] is the (possibly fractional) relevance of the doc-

scored to the same level of (apparent) fidelity. A third problem is ument at position in the ranking. The normalization factor— p

that pooling is unable to adjust to query-related variabilities — some ensures that RBP values are between zero and one. Moreover,

queries might require more judgments than others. 1/(1 — p) is the average number of documents examined. Hence,

. .. RBP measures the usefulness of a ranking, by quantifying the aver-

Problems with Mean Average Precision age per-document-examined utility obtained from the ranking. Ac-

The need for large numbers of judgments is in part a consequencetual user behavior is also influenced by factors such as user inter-

of the measures used to score effectiveness. In particular, the metface design, browser functionality, response time, and a variety of

ric mean average precisigiViAP), and similar measures likepref other factors. Nevertheless, the model underlying RBP provides a

[Buckley and Voorhees, 2004], are not convergent, and aredmazlin ~ reasonable first-order approximation of actual user behavior, and

only by 0 and1. Regardless of their values for a given set of rel- RBP offers several benefits compared to other measures.

evance judgments, as more documents are judged, the value of the For our purposes, a key strength of RBP is that the error due to

metric can alter to any value between zero and one. Hence, with unjudged documents can be quantified, and that the error converges

these metrics, there is no sense in which doing more judgment workto zero as more judgments are supplied. With average precision and

guarantees a higher-fidelity approximation to the underlying behav- bpref, while the underlying score can be approximated based on in-

ior of the system being measured. complete judgments [Aslam et al., 2006], they can drift anywhere

A simple way of choosing a set of documents for judgment is via
a technique known apooling In pooling, each of the systems
under consideration is used to evaluate all of the queries, arid the
highest-ranked documents for each query are returnedwasfar



in [0, 1] as more judgments are performed. In addition, RBP di- to be the weight of the contribution of documehin systems for
rectly supports graded relevance judgments, which are problematicsome parameter.

for many existing metrics, MAP included.

As an example of an RBP calculation, suppose phat0.8, and
in a given run the series of relevance judgmentsis 0, 1, 1, 0, 0, 1,
?, 0, 0, 1, in which the seventh document and all documents after

the tenth are unjudged. Then, based on known relevance, RBP is

calculated agl — 0.8) x (0.8" + 0.8% + 0.8° + 0.8%) = 0.380.

But the unjudged documents, if all relevant, can contribute a fur-
ther(1—0.8) x 0.8°+ (1 —0.8) x >.°2,, 0.8 "' = (1-0.8) x

0.8% + 0.8'° = 0.160 to the score. Thu8.380 is thebaseRBP
value; and theesidualof 0.160 means that with further judgments
RBP could, in principle, reachb.540. Going to deeper judgments
reduces the residual: if the tadl documents in the run are all
judged andg = 0.8 is used, the residual &01, and the calculated
RBP score will be precise to two decimal digits of accuracy. That
is, both the base and residual should be reported in any experimen
tal output describing the run, or the experiment should be designed
and reported in such a way that the residual can be inferred.

As a lengthening prefix of the run is judged, the sequence of RBP
values obtained from the partial judgments can be thought of as
being an increasingly accurate lower bound to the underlying score
that would be obtained were exhaustive judgments to be available.
Note also that RBP errs on the side of caution. More judgment
effort is guaranteed both to not decrease a given base RBP score
and also to decrease the uncertainty associated with that score.

Statistical testing
A key element of good experimental methodology is statistical test-

Pooling
Given this notation, pooling is described by assuming that a weight

Wg = Mmax Cs,q
1<s<S

is calculated for each documeddtin the collection, and then that

judgment candidatesare selected in decreasing ordenf, with

ties broken arbitrarily. In a multiple-query evaluatian; ordering
is applied across documents from all queries, with the result that
different queries may receive different numbers of judgments.

The top part of Table 1 gives four example runs. In the pooling
approach, documents would be selected for judgment in the order
18, 22, 21, 10, 35, 15, 11, 16, 13, and so on, until the total pool
capacity had been filled, or until some predetermined depth had

been reached in each ranking. Note that, once the set of candidate
documents has been selected, they can be judged in any order.
Figure 1(a) shows the effect that pooling has on the RBP residual
errors of a group of retrieval systems. Each of the bars in the graph
represents one of thHe9 systenrunsthat were assessed at TREC8
in the 1999 round of experimentation; Skeetp://trec.nist.
gov. The horizontal ordering of the runs is based on their official
MAP scores, from highest to lowest. The same ordering is used in
all of these figures in this paper; as can be seen, RBP psing.8
is correlated with official MAP, but not perfectly so. The range
spanned by the bar for each ramepresents the basease, and
upper bounds on RBP scotfegase + r,. A (small) pool of5,000

judgments across thE29 runs and50 queries is used throughout

ing, to determine the likelihood that the observed relativity is the Figure 1, so that the trends in the residuals can be observed.

result of chance rather than system superiority. In particular, the
IR community expects that claimed performance improvements be
supported by sound experiments on plausible data against a realis
tic baseline system, and that confidence scores be given.

We agree wholeheartedly with these expectations. However we
also comment that doing careful statistical tests on data in which
the inherent uncertainty is not quantified is not good experimental

The judgments used to draw these graph are a subset of the of-
ficial “grels” file for TRECS8, with judgments taken into the subset
only when the corresponding document is identified by the method-
ology and parameter combination being tested. That is, while we
did not create any fresh judgments, the evaluations reported reflect
what would have been observed had our methodologies been used
in the TRECS8 evaluation in 1999. An exception arises if any candi-

practice. In this context, the fact that MAP values have unknown gate generation strategy called for the judgment of a document for
uncertainty makes them a poor input to a statistical test. It is pos- \hich (in the TRECS experiment) no outcome had been recorded.
sible to do good statistics on bad data to derive unsubstantiated|, ihis case we deemed that document to be “not relevant”. as is the
conclusions. Our primary concern in this paper is how to obtain ¢ase in standard TREC-based evaluations. Note also that we evalu-
high-quality data — with the level of inherent uncertainty clearly gieq 4| techniques first on the TRECS judgments, and then applied
quantified — that can then be fed into a statistical test. One of the \he (o the TRECS data without further tuning in order to obtain
experiments described below is intended to highlight the risks as- i results presented here. That is, the results on the TRECS data
sociated with casual use of statistical testing. set were used as training, and TREC8 reserved for experimentation.

The TRECS grels file containg6,830 judgments, an average
3. STATIC JUDGMENT ORDERINGS of 1,737 per query, formed via a pooling approach (to depth)

Given RBP as an evaluation metric, we now consider how best 0ver a subset of the29 contributing runs. Up to two runs per re-
to choose a pool of candidate documents for judging, so as to max-Séarch group were used as the basis for the pool, making a total of
imize the independent goals of both differentiating between sys- 71 pooled runs. In forming the official TREC pools, the tog0
tems, and allowing accurate estimation of the underlying scores. ~documents for each run and query for pooling were determined ac-
To minimize the level of subscripting, we assume in our formu- cording to the scores provided in the run itself, with ties ordered by
lae that a single query is being considered, but all of the methods document number. Of the judgments, an averageé pler query in-
can be immediate|y genera"zed to environments of more than one dicate releVance, with the maximum number of relevant documents
query. We suppose that systems are engaged in the evaluation for aquery being47, and the minimum being. '
(numbered from 1 t6), that an appropriate value phas been set In Figure 1(a), a set 05,000 judgments are selected using the
as part of the experimental design, and that each system has gene00ling approach, an average of (_but not necessarily exadity)
ated a ranking. Lefi, 4 be the rank position at which systenhas per query, and equivalent to working with a pool depthkof: 3
placed document, and takeb, 4 to beco if d does not appear in ~ across thd 29 runs. As can be seen from the graph, at this level of

the ranking generated by systemThen define effort spent judging, the overall system ordering can be observed
in general terms, but there is considerable imprecision remaining

in all of the RBP scores, and it is not possible to establish whether
any of the systems in the top grouping is clearly superior to the

Coa = (1—p)p"¢"
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Figure 1. Measured RBP score ranges for TREC8 runs &f@00
document judgments are selected by different methods, psiag
0.8. Runs are ordered by decreasing official MAP score.

020 016 013 010 008 007 005 0.04
|Run1[ 8 22 15 13 11 25 10 84

[Run2[ 22 10 11 19 38 18 33 17

[Run3[ 21 35 16 11 38 33 18 17

[Run4[ 10 18 11 22 87 13 17 20

Doc. | 18 22 11 10 21 13
Waght. | 0.48 | 0.46 | 0.44| 0.41| 0.20| 0.17

Judged Total | Residual
0.20+0.16+0.10+0.08+0.05 0.59 0.41
0.20+0.16+0.13+0.07 | 0.56 0.44
0.20+0.10+0.05 0.35 0.65
0.20+0.16+0.13+0.10+0.0f 0.66 0.34

A WN P ?
=]

Table1: The first eight elements from four systems (runs), together
with the first six run-combined document weights calculated ac-
cording to Method A that result when= 0.8.

others. More than a dozen systems could, at the upper limits of
their ranges, be better than System 1.

Method A: Summing contributions

Our first suggested alternative method is that documents be selected
based on their overall contribution to the effectiveness evaluation,
rather than their peak contribution. We now define

wq = § Cs,d

1<s<S

being the sum of the RBP residuals associated with document
for a given value of the persistence parameteThe documents

are then sorted by decreasing, and the required number are se-
lected as candidates and judged. As with pooling, where multiple
queries are being used in the evaluatian, ordering is applied
across documents from all queries, allowing the average residual to
be globally minimized.

Table 1 shows the Method A computation applied to four ex-
ample systems, and computes the total weight of each of the docu-
ments, as a sum of their weights in the runs, assumingtka0.8.
Document 18 has the highest total weight, and is the first to enter
the judgment pool, followed by 22, 11, 10, 21, and 13. In this exam-
ple, Run 1 gets five of its documents judged when the pool contains
six judgments, while Run 3 has only three documents judged. The
average residual over the four run9ig9.

Method A has the immediate benefit of downplaying the cost of
erroneous runs. In the pooling arrangement, a faulty system is dis-
proportionately expensive, because it introduces a large number of
irrelevant documents, the judgment of which is of no assistance in
the scoring of any other run. In Method A a rogue run still causes
problems, but documents from that run are less likely to get ampli-
fied by references from other runs.

Figure 1(b) shows the way in which Method A reduces the resid-
uals for some runs, notably those at the center of the MAP-ordered
arrangement. This reduction is at the expense primarily of the runs
at the bottom of the system ordering, but with some of the runs at
the top of the ordering also having larger residuals. That is, while
poorly performing runs are often composed of documents not re-
ported by other systems, so too are some highly scoring runs.



Method B: Weighting by residual Method C: Raising the power

While it maximally reduces the average residual, Method A has To boost the strength of the current-score component of the estima-

the drawback of leaving individual run residuals at widely varying tor, we also experimented with increasing powers. On the TREC5

levels, which may be undesirable in some situations. For example, data, cubing the estimated RBP value gave a marked increase in

in Table 1, Run 3 has a residual nearly twice as large as Run 4. Thisperformance compared to squaring it or using it directly, and it is

discrepancy arises because Run 3 has several documents near thhis approach that we denote as Method C:

head of its ranking that do not appear in other runs, and so do not 3

get reinforced sufficiently to get judged. wa= Y Coa-rs-(base +r./2)°.
To compensate for this effect, we propose Method B, in which 1<s<§

each RBP contribution is also weighted by the residyabf the

run s that it is coming from:

Wq = E Cs,d*Ts,

1<s<S

Figure 1(d) shows that even with jusD00 judgments it is possible

to get reasonable accuracy at the top aR&-system comparison.
The same top group of high-scoring runs is in evidence, but with
increasing confidence it is possible to say that Run 1 and Run 4
have the highest effectiveness scores. (Note that while MAP and
RBP tend to be strongly correlated, there is no expectation that they
should generate identical orderings.)

wherer; is the current residual for Run The effect of the added
factor is that runs with high, values are more likely to get doc-
uments judged. Note that, varies as candidate documents are L
inspected, but does not depend on the outcome of those judgmentsRBP Projections

Figure 1(c) shows the effect that this additional change has on Another interesting possibility is to extrapolate from the known
the set of TREC8 base-vs-residual pairs whea 0.80 and5,000 base andr, assuming that the unjudged documents are found to
judgments are undertaken. Compared to Figure 1(b), error rangespe relevant at the same rate as the judged ones. This is a reason-
are somewhat diminished at the bottom of the performance spec-able estimate, since the unjudged documents tend on average to be
trum, but at the cost of increased score ranges elsewhere, includindower in the system rankings than the judged ones, and, unless a
the critical region at the left of the graph. system has particularly perverse behavior, the probability of a sys-

A key point brought out by the first three graphs in Figure 1 is tem identifying a relevant document is non-increasing down the
that bad runs and good runs share a common propensity to intro-ranking. That is, taking the midpoint of a ranfpase , base + 7]
duce documents not proposed by other mechanisms, and that it isas an estimate of final RBP is a zero-order estimate; and taking a

difficult in a static and pre-identified judgment pool to differentiate first-order estimate, based on extrapolation, yields the computation

between the two. This point is the theme of Section 4. base

1—rs’

with base /(1 — r,) the weighted average fraction of judged doc-
uments that are relevant.

The advantages of using projections can be seen in Figure 2,
which shows both forms of range for RBP with Method C after
10,000 judgments. (At 10,000 judgments, the error ranges are much
reduced for all methods, but Method C remains clearly superior.) In
our tests, the projected upper bound on the RBP value at all judg-

: : : ts depths was always greater than the “final” lower bound after
next tactic we explore. Judging resources can then be progressnvel)men ) . i . :
concentrated on identifying and distinguishing the top-performing all 86,830 judgments. At 10,000 judgments, this projected value is

runs, and less effort can be spent on determining the precise score%ime different from the full range for the better runs, but shows that,
and }elativities of the poorer systems or the weaker runs, the upper bounds are drastic overestimates. All

the ranges are now small, and it seems likely that adding judgments
will not substantially further separate the runs.

projected-RBP= base + r;

4. ADAPTIVE METHODS

So far, we have only considered static methods for deciding the
set of documents to be judged. But it is also possible to make judg-
ment choices adaptively, guided by the results of previous judg-
ments. Adaptive methods are particularly valuable when there are
many contributing runs of variable quality. As judging proceeds, an
indication of the retrieval performance of the different runs emerges
and favoring the higher-scoring runs with further judgments is the

Weighting by predicted score
To employ an adaptive approach, a way of estimating the final RBP

score from a curreribase, base +r] range pair is required. Sim- 5. EXPERIMENTAL RESULTS

plest is to split the difference, and takase + r, /2 as an estimate Recognizing that the graphs in Figures 1 and 2 provide qualita-
of retrieval effectiveness. It is then straightforward to multiply each tive indications of the usefulness of our approach, but not quantita-
RBP contribution (used in Method A) by both the residua(fac- tive validation, we now present a range of numeric results.

tored in to obtain Method B) and the estimated RBP value:
Relevant documents

Coa - Ts - (DASQ + 75 /2). Table 2 shows the number of relevant documents identified by each

However, during our preliminary experimentation on the TREC5
data (not reported here), this approach to calculatipgvas rela-
tively ineffective, and represented only a slight improvement on
Method B. The problem is that the range midpoints are relatively
similar — looking at Figure 1(c), for example, the midpoints vary
from about0.8 down to abou®.4, which is too small a factor to
have any great effect.

of the methods, again using the TREC8 data. The biased meth-
ods are better than pooling at identifying relevant documents, and
it is the relevant documents that provide the positive data points
in effectiveness measurements. AB00 judgments, for example,
Method C identifies ove30% more relevant documents than does
pooling. Note that there is an experimental artifact that has been
compensated for in Table 2 — with only a finite number of doc-
uments actually judged, at larger pool sizes the various methods
increasingly ask for judgments that the TREC8 data is unable to
supply. In forming Table 2, these “unknown outcome” documents



Method Number of judgements

1,000 2,000 5,000 10,000 20,000
Pooling 359: 1,032 594:2,141 1,097:5502 1,703:11,331 2,43%231
Method A 511:1,000 825:2,001 1,352:5,209 1,842:11,088 &,28,093
Method B 516: 1,001 746 : 2,104 1,199:5543 1,761:11,410 8.,23,314
Method C 550: 1,000 895: 2,008 1,440:5,296 2,028:10,915 92,82,491

Table 2: Number of relevant documents identified in TREC8 using different nusttor selecting candidate documents for judging, at
different numbers of judgements performed. In this table (and onlyisrtéble), documents that are unjudged by the TRECS8 assessors are
bypassed rather than deemed to be irrelevant. The second numbeh ipadarepresents the total number of documents considered (relevan
plus irrelevant plus bypassed) in order to obtain the given numberanidents for which TREC8 judgements were available.

1.0

P 0.50 0.80 0.95
0.50 10,000 9,215 6,972

=L 0.80 — 10,000 7,517

0.95 — — 10,000

0.8 —

==

0.6 —
0.4 - % Table 3: Overlap in relevance judgments when the value i
. { varied. Each entry records the number of common judgment per-

RBP

0.2 - formed whenk = 10,000, Method C is used, anglis varied.

——————————— Judgments set Effectiveness evaluation
0 50 100 p=050 p=080 p=0.95
RUNS Method C,p = 0.50 0.0006 0.0270 0.2340
(a) The full RBP range Method C,p = 0.80 0.0007 0.0190 0.1938
Method C,p = 0.95 0.0134 0.0293 0.1309
Pooling 0.0022 0.0636 0.3226

1.0

08 L
{~= Table 4: Effect on average residual of the choicewiade at

0.6 — - the time document candidates are chosen, for the best one-third of
%—?}1 === the TREC8 runs. Each number is the average observed residual

RBP

E3

0.4 — T over 43 runs, when the RBP metric is evaluated using the value of
_ ﬁiﬁ p indicated in the column heading. Four different setd @000
0.2 - T judgments are used, three of them chosen using Method C.
-
. . =

0 50 100 with as many a80% of the documents in the judgment pool chang-
ing asp is raised fronD.5 to 0.95.

To balance that outcome, Table 4 shows the average residual over
the top third of the TRECS8 runs, presuming that these are the ones
of greatest interest. Threediffering 10,000-element judgment
Figure 2. RBP score ranges for TREC8 runs aftér000 doc- §ets are formed, in each case usi_ng Method C; gnd then for each
ument judgments selected by Method C (adaptive cubicly biasedlu_dgment set, actual performance is evaluat_ed using the same three
total document weight), using = 0.8. Runs are ordered by de- different v_alues op. The value_s dO_W_” t_he diagonal Sh.OW that av-
creasing official MAP score. erage residual for “good” runs is minimized when the judgments-

matches the evaluatign-but the off-diagonal values are also small
enough that the difference in judgment sets is not critical. The
are bypassed, rather then deemed to be irrelevant. The numbers afl@st row of the table shows the same results for a seft0gi00
ter the colon in each cell in the table indicate the total number of judgments formed by pooling; in all except one combination the
documents handled in order to obtain the desired number of rele-Method C judgment sets give smaller average residuals.
vance judgments, including the ones bypassed.

Runs
(b) The projected RBP range

Establishing confidence

Re-usability of judgments It was noted above that confidence tests are an important part of any
One potential problem with the approach we have proposed is that aSyStem comparison. Table 5 considers the top third of the TREC8
value ofp is required at the time the judgments are performed, mak- funs, and for each of th x 42/2 = 903 pairwise system compar-
ing it an attribute of the experiment as a whole, rather than of just iSons that are possible within that group, considers the hypothesis
the final evaluation phase. Table 3 shows the extent to which the that the system with the higher base RBP value is better than the
candidate documents selected using one valyeasfd Method C one with the lower base RBP value. Each entry in the first column
would also have been selected if a different valug ofas in use. records the fraction of theg®3 “base to base” pairwise relativi-
There is quite marked difference in the various pools of documents, ties that can be established at 96 level when the50 TREC8



Judgements Fraction greater thad.95 confidence _
base-base base—top base—proj ]
5,000-Pooling 0.443 0.033 0.151
5,000-Meth A 0.484 0.313 0.367
5,000-Meth B 0.465 0.130 0.272 o
5,000-Meth C 0.504 0.336 0.398 @
10,000-Pooling 0.501 0.379 0.414
10,000-Meth A 0.499 0.427 0.463
10,000-Meth B 0.499 0.379 0.422
10,000-Meth C 0.499 0.430 0.467
20,000-Pooling 0.502 0.476 0.491 . T 5l0 T l(l)0 T
20,000-Meth A 0.503 0.485 0.496
20,000-Meth B 0.503 0.473 0.492 ] Runs )
20,000-Meth C 0.503 0.493 0.499 (a) Withp = 0.95, Method C,10,000 judgments
86,130 RBP 0.502 0.498 0.502 107
86,130 MAP 0.421 — — os ]
Table 5: Fraction of903 possible pairwise system comparisons o ©° ‘]_‘-_I
between the tod3 runs (based on official MAP score) for TREC8 £ 1= -
that are determined to be significant differences atthé confi- 04 — F—_i—‘*—a—:_s—.-s_.:ﬁrﬂs =
dence level, using a one-tailed paired Wilcoxon test. Comparisons 1 T
labelled “base—base” are between the RBP base values of both runs; 0.2 _':T—_
“base—top” compares the base values of one run with the top of the . IT 7=
residual range of the second; and “base—proj” compares base val- — T
ues against projected RBP values. Four different methods for deter- 0 50 100
mining the candidate documents are used, and four different sizes Runs
of the judgement set. Except for the last row, all evaluations use (b) With p = 0.95, and all86,830 TRECS8 judgments

RBP withp = 0.80 as the effectiveness metric.

Figure 3. Projected RBP score ranges for TRECS8 runs with:
queries are used. This fraction is relatively stable, as the size of the(.95 and (in part (a)) Method C used. Runs are ordered by decreas-
judgments set, and the method of forming it, are varied. ing official MAP score.

The middle column shows the fraction of times that statistical
significance can be established when comparing “base of one run,
taking base” against “top of the other run, takingase + ", 6. RELATED WORK

giving unambiguous superiority. Now the number of judgments  There have been numerous proposed evaluation metrics over the
plays a key role, and, when the judgment set size is limited, the history of information retrieval, and new metrics continue to be pro-
method used to form the judgment set is also a factor. The final posed. Much of the early work in the area is summarized in a spe-
column performs the same test, but between the base of one run’sial issue of Information Processing & Management (see for exam-
range and the projected RBP value in the other. ple Harman [1992] and Salton [1992]). The history of MAP is re-
Base-vs-base comparisons are the ones most likely to lead toviewed by Buckley and Voorhees [2005]. Moffat and Zobel [2005]
confidence in the comparison, but involve the least defensible usecompare RBP to other evaluation metrics, includifgrounted cu-
of the data. Claiming high levels of confidence based onfjii$t0 mulative gainfJarvelin and Kellainen, 2002], compared to which
judgments is statistically valid, but not sensible in practice. Amore RBP has the significant advantage that the error is bounded and the
cautious approach is to perform base-vs-top comparisons, or basesijze of the judgments set is not a parameter.
vs-projected comparisons. Base-vs-base testing is the only option  Several papers have examined issues arising from the TREC ex-
possible if MAP is used as the effectiveness metric. perimental methodology, such as the extent to which system com-
he limi parisons can be extrapolated to unseen queries [Zobel, 1998, Buck-
In the limit ley and Voorhees, 2000, Sanderson and Zobel, 2005]. Another
Figure 3(a) shows what happens when a more persistent user is asissue considered in these papers is whether the judgments allow
sumed, with an evaluatiop-of 0.95, and can be compared with  scoring of new systems, a topic also examined by Voorhees [2001],
Figure 2(b), which useg = 0.80. This higher value op mea- who reviews pooling and its strengths and limitations. Being able
sures effectiveness in a way that more closely matches MAP. Evento quantify residuals provides key information in this regard.
when all available judgments are used (Figure 3(b)), there are still A closely related work to ours is that of Cormack et al. [1998],
non-trivial residuals for certain key runs — several do not contribute who propose an interactive judgment process (adaptive, in our ter-
documents into the official TRECS8 pool, and two key high-scoring minology) in which documents suggested by systems that are suc-
runs, which supplied thah00 answer documents for each query, cessful are favored. The aim of this approach to pooling is to max-
have significant RBP residuals at this larger valug.of imize the number of relevant documents found, a worthy aim that
The message of Figure 3 is clear — even when quite extensivedoes not necessarily reduce the uncertainty in measured effective-
judgments are available, system relativities should not be assumedness, as queries with few relevant documents may remain largely
by comparing base RBP values without also at least calculating theunjudged. Voorhees [2001] raises the concern that this style of
residuals. This level of experimental care is not possible for MAP. document selection can lead to bias in the document pool “toward



systems that retrieve relevant documents early in their rankings” information. In M. Sanderson, K.advelin, J. Allan, and P. Bruza,

(p. 363). In response, we note that most effectiveness metrics, in-  editors, Proc. Twenty-Seventh Annual International ACM SIGIR Conf.

cluding both MAP and RBP, have exactly the same bias. on Research and Development in Information Retriepaljes 25-32,
Aslam et al. [2006] (see also Yilmaz and Aslam [2006]) propose  Sneffield, England, August 2004. ACM Press, New York.

unbiased sampling from a large pool, rather than biased choicec. Buckley and E. M. Voorhees. Retrieval system evaluatitnTREC:

based on impact on the effectiveness measure. In the context of Experiment and Evaluation in Information Retrievahapter 3, pages

MAP, such an approach requires that the relevance of the unjudged 53-75. MIT Press, Cambridge, Massachusetts, 2005.

documents be inferred, W_h'c_h may be sonund on average but MeaNY carterette, J. Allan, and R. Sitaraman. Minimal test ctibes for re-

that_the performance of_lndl_vldual queries has high uncertainty.  gjeval evaluation. In Dumais et al. [2006], pages 268—275.

Their method allows estimation of final MAP values from small o o o

sets of documents, and might also be applied to projected RBP G. V. Cormack a_nd T. R. Lynam. Statistical precision of inforioratre-

scores to tighten the error bounds and further reduce the number {fiéval evaluation. In Dumais et al. [2006], pages 533-540.

of judgments required.. Gordon V. Cormack, Christopher R. Palmer, and Charles L. AklaEf-
Our work has been in the context of large, TREC-style evalua- ficient construction of large test collections. In Croft {£998], pages

tions. At the other end of the spectrum, researchers may wish to 282-289.

rapidly compare a small number of systems, a problem addresseqN. B. Croft, A. Moffat, C. J. van Rijsbergen, R. Wilkinson,dd. Zobel,

by C_Zart_erette etal.[2006]. Using MAP, they give a p_airwisg meth‘?d editors. Proc. Twenty-First Annual International ACM SIGIR Conf. on
for finding documents that have the greatest potential to distinguish  Research and Development in Information Retrigkéglbourne, Aus-

between systems. Their experiments found aro2s080 judg- tralia, August 1998. ACM Press, New York.
ments sufficient to distinguish between eight system&aqueries, ) - . . .

. S. Dumais, E. N. Efthimiadis, D. Hawking, and Kargelin, editors.Proc.
but due to th_e properties of MAP, absolute scores could not b_e com- Twenty-Ninth Annual International ACM SIGIR Conferencé&asearch
puted. Their approach also assumes that relevance rankings are anq pevelopment in Information Retriey&ieattle, Washington, August
taken only to a fixed depth, and that the probability of relevance of  2006. ACM Press, New York.
unjudged documents can be estimated as a constant. b H Evaluation | i inf i rievif fon P

Cormack and Lynam [2006] use statistical methods to predict - arman. tvalualion ISSUes In information retrievaiiormation Fro-
. . Y [ ] P cessing & Managemen28(4):439-440, 1992.
confidence intervals for MAP, and have made progress towards re-
solving some of the issues that are also addressed by RBP. How-. Jarvelin and J. Kefilainen. Cumulated gain-based evaluation of ir tech-
ever, MAP remains difficult to use as an input into selection meth-  niques. ACM Transactions on Information Systen20(4):422-446,
ods, due to the fact that the absolute impact any particular document  2002.

has on measured effectiveness is unknown. T. Joachims, L. Granka, B. Pan, H. Hembrooke, and G. Gay. Atalyra
interpreting clickthrough data as implicit feedback. In ktgonini et al.
7. CONCLUSION [2005], pages 154-161.

We have proposed new methods for selecting documents to beG. Marchionini, A. Moffat, J. Tate, R. Baeza-Yates, and Nvidii, edi-
judged when comparing a set of retrieval systems. These methods tors. Proc. Twenty-Eighth Annual International ACM SIGIR Coni. 0
select those documents that best reduce the current uncertainty in Research and Development in Information Retrig@aivador, Brazil,
the measured effectiveness, with (in Method C) a bias towards sys- /ugust 2005. ACM Press, New York.
tems that are scoring well. Our experiments with more than 4100 A Moffat and J. Zobel. Rank-biased precision for measuremrstrieval
TRECS runs show that the new approaches provide rapid identifi-  effectiveness. October 2005. Submitted; preprint ciredaty the au-
cation of the best performing systems, and shift the judgment effort ~ thors.
away from the runs Of.Weaker.syStems' Overall, an averagaomf G. Salton. The state of retrieval system evaluatioformation Processing
judgments per query is sufficient to produce good bounds on the g \anagement28(4):441-449, 1992.
effectiveness of the competitive systems.

The basis of our new methods is use of the RBP rank-biased M. Sanderson and J. Zobel. Information retrieval systermuesiin: effort,
precision metric, in which uncertainty due to unjudged documents ~ Sensitivity, and reliability. In Marchionini et al. [2005)ages 162-169.
is precisely quantified. With calculable bounds on the effective- 1 saracevic. Evaluation of evaluation in information mtdl. In E. A.
ness that would be determined with complete judgments, we also  Fox, P. Ingwersen, and R. Fidel, editoBspc. Eighteenth Annual Inter-
demonstrated that RBP values can more reliably be used for signif-  national ACM SIGIR Conf. on Research and Development inrimeiion

icance tests than can MAP scores. Retrieval pages 138-146, Seattle, Washington, July 1995. ACM Press,
New York.
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